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TAU 2021 Contest

DELAY CALCULATION CONTEST OVERVIEW

ÅWith 45nm process technology nodes and below, the impact of wire resistance 

and Miller capacitance on circuit delay are not ignorable

ÅExtend and iterate upon the work accomplished for TAU 2020

ÅParticipants wrote code for computing gate, net, and stage delay/slew from a 

single driver to multiple receivers

ÅParticipants will utilize tables of current source models to model the driver; 

utilize multi-part and slew/load dependent capacitance tables to model the 

receiver; and construct nodal equations to model the interconnect

Time frame:  11/01/2020 to 03/12/2021
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TAU 2021 Contest

TAU 2020 VS 2021 CONTEST COMPARISON

TAU 2020 TAU 2021

Technology Predictive 7nm Predictive 7nm

PDK + Cell Library ASU ASAP7 v1.6
ASU ASAP7 v1.7

(open -source)

Cells INV and BUF INV and BUF

Library Characterization CCS timing CCS timing

Interconnect pi-model RC tree

Fanout single receiver multiple receivers

Delay Calculation

gate delay gate + stage delay
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TAU 2021 Contest

INTERCONNECT GENERATION OVERVIEW

ÅRandom nets generated for testing interconnect 
signal propagation

ï Physically appropriate R and C values per unit length, correct via 
stack resistance

ï Variable number of receivers, variable length, variable connectivity

ï Total net capacitance, including receiver input pin load 
capacitance, falls within the characterized driver output load 
range.

ï Layers are chosen in semi-random mode to minimize RC delay.   
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Random nets generated for stress-testing 
interconnect signal propagation
ï Controlled topologies that exercise more extreme signal 

propagation conditions

ï Point-to-point nets with many layer transitions for long distance 
propagation

ï Multiple receivers close to driver for strong side load effects 
followed by long distance propagation

ï Multiple receivers at far end for long distance propagation followed 
by strong side load effects



TAU 2021 Contest

2021 CONTESTANT TASKS

ÅContestants have touched multiple 

aspects of developing a modern 

delay calculation engine:

ÅConstructing driver model when 

loaded by an RC tree and non-linear 

receiver capacitances

ÅConstructing interconnect model 

and computing delay/slews at 

multiple points

ÅEfficiently handling multiple receivers

ÅHandling iterative nature of delay 

calculation with slew-dependent 

capacitances

ÅRefining delay calculation algorithm 

with input from spice simulations
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TAU 2021 Contest

BENCHMARKING METHODOLOGY

ÅCreate Testsuites

ÅAccuracy ðStandard (50K circuits)

ÅAccuracy ðStress (50K circuits)

ÅRuntime (1M circuits)

ÅLink contestants binaries into infrastructure

ÅOpen Source Components +

ÅDelay Calculation ToolKit (DCTK) developed by contest committee

ÅRun Benchmarking on Amazon Web Services

ÅUsed m5a.4xlarge (16 core machine)
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Circuit made up of buffer or 

inverter driving a network 

ending in buffers or 

inverters.
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BENCHMARKING FLOW
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Circuit
(*.yam l)

Random Circuit Generation
(gen_random_nets ) Parasitics

(*.spef )

Generate Spice Netlist
(delay_calc_tool )

SPICE Netlist
(*.sp )

Simulation
(Xyce )

Golden Spice Results
(spice_dir/*.mt0 )

Benchmarking
(delay_calc_tool )

Contestant 
Binary

(libdut.a )

ASU ASAP7 
Liberty Models

(*.lib )

ASU ASAP7
SPICE Models
(7nm_TT.pm)

ASU ASAP7
Cell Netlist

(*.sp )

Circuit Reader
(yaml - cpp )

SPEF Reader
(Parser - SPEF

from OpenTimer)

Liberty Reader
(liberty_parser - 2.6 )

Contestant 
Binary

(libdut.a )

Results
(*.yam l)Scoring Tool

(delay_calc_tool )

Internal Data 
Model

Scored Results
(*.yaml )

Arizona State University
7nm Predictive PDK

Example Circuits File *.yaml:

Circuits:

  -  name: net_0

    driver: I1/A/Y

    driver_celltype: CKINVDCx14_ASAP7_75t_R

    input_waveform: asu_exp 114.691078

    load: I2/A/Y

    load_celltype: CKINVDCx12_ASAP7_75t_R

    load_interconnect: 76.531 0 0

    unused_loads: I3:A HB3xp67_ASAP7_75t_R 

    spice_cell_rise_delay: 0

    spice_cell_fall_delay: 0

    spice_cell_rise_slew: 0

    spice_cell_fall_slew: 0

    spice_net_rise_delay: 0

    spice_net_fall_delay: 0

    spice_net_rise_slew: 0

    spice_net_fall_slew: 0

    ccs_cell_rise_delay: 0

    ccs_cell_fall_delay: 0

    ccs_cell_rise_slew: 0

    ccs_cell_fall_slew: 0

    ccs_net_rise_delay: 0

    ccs_net_fall_delay: 0

    ccs_net_rise_slew: 0

    ccs_net_fall_slew: 0

  -  name: net_1

    ...



TAU 2021 Contest

OPEN SOURCE REFERENCES

ÅArizona State University 7nm Predictive PDK

Åhttps://github.com/The-OpenROAD-Project/asap7

ÅXyce6.12.0 

Åhttp://xyce.sandia.gov

ÅSPEF-Parser

Åhttps://github.com/OpenTimer/Parser-SPEF.git

Åyaml-cpp:

Åhttp://travics-ci.org/jbeder/yaml-cpp

ÅLiberty Parser 6.2

Åhttps://sourceforge.net/p/fdpe/svn/17/tree/trunk/liberty_parser/liberty_parse-2.6

ÅDelay Calculation Toolkit

Åhttps://github.com/geochrist/dctk/tree/tau2021
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https://github.com/The-OpenROAD-Project/asap7
http://xyce.sandia.gov/
https://github.com/OpenTimer/Parser-SPEF.git
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SCORING METHODOLOGY
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Accuracy 200

Cell Output Delay 40

Cell Output Slew 60

Net Output Delay 40

Net Output Slew 60

Performance 100

Runtime (Elapsed) 50

Runtime (CPU) 20

Memory 30

Documentation 100

Understanding of CSM 20

Algorithm 35

Implementation 35

Brevity 5

Eligibility for other Conference 5

Accuracy Scoring

MeasAccuracy=
В

 

MeasPTS=(1.0-2.0* MeasAccuracy) * PTS-
NO

N
* PEN

Type PTS PEN TA TO

Delay 40 20 2.0e-12 0.05

Transition 
Time

60 30 4.0e-12 0.10

Performance Scoring

Runtime = 70 * 

Memory = 30 * 
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TAU 2021 CONTESTANTS

University Team

Southeast University NewTimer

University of Thessaly, Greece The TimeKeepers

National Taiwan University iTimer
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(Total teams initially signed up:  6)



CONTESTANT 
PRESENTATIONS
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TAU 2021 Contest

CONTESTANT PRESENTATIONS

A. (Timekeepers) UTH-Timer:  Machine Learning Enhanced Stage 

Delay Estimation using Current Source Models and Effective 

Capacitance

B. (iTimer) Stage Delay Calculator using Current Source Model



UTH - TIMER: MACHINE LEARNING ENHANCED 
STAGE DELAY ESTIMATION USING CSMS

Dimitrios Garyfallou , Anastasis Vagenas, CharalamposAntoniadis, Nestor 

Evmorfopoulos, George Stamoulis



Outline

}Introduction

}Problemformulation

}Background

}Proposedapproach

}Experimentalevaluation

}Futuredirections

11/4/20211 Electronics Lab, University of Thessaly



Motivation

}Below45nm: Gate-leveltiminganalysisischallenging

} ResistiveVLSI interconects, Miller effect, Nonlinearwaveforms

} Industry hasadoptedCSMsfor accurategatemodeling

} Ceffisusedto approximatecomplexRC loads Challenging

}Accurate interconnect delay estimation is crucial and difficult

}Open-sourceSTA tools (e.g. OpenSTA, OpenTimer):
}EmployNLDM

}Assumelinearramps

}IgnoreMiller and shieldingeffects

11/4/20212 Electronics Lab, University of Thessaly



Outline

}Introduction

}Problemformulation

}Background

}Proposedapproach

}Experimentalevaluation

}Futuredirections

11/4/20213 Electronics Lab, University of Thessaly



Problemformulation

4/11/20214 Electronics Lab, University of Thessaly

}Given a <driver, distributed interconnect, multiple receivers> stage
and fixed driver input slew and receiver output load

} Computedriver delay/slew,interconnect delay, and receiver slew



Outline

}Introduction

}Problemformulation

}Background

}Proposedapproach

}Experimentalevaluation

}Futuredirections

11/4/20215 Electronics Lab, University of Thessaly



NLDM

}Highlyinaccuratefor advancedtechnologynodes

} Fixeddelay, output slewand receivercapacitancevalues

11/4/20216 Electronics Lab, University of Thessaly



CCSmodeling

}Driver: time-varyingvoltage-controlledcurrentsource

}Receiver: voltage-controlledcapacitor(considering Miller cap.)

11/4/20217 Electronics Lab, University of Thessaly



CCS LUTs

}Driver: Capturesthe output currentwaveforms

}Receiver: Typicallymodels the input capacitanceusingC1,C2

11/4/20218 Electronics Lab, University of Thessaly



Traditional modeling of interconnect admittance

1. Reduction to pi-ƳƻŘŜƭ όhΩ.ǊƛŜƴ ŀƴŘ {ŀǾŀǊƛƴƻύ

2. Substitute pi-model with a single Ceff

}Ceffcomputation
} Equate charge absorbed by the pi-model and charge absorbed by Ceff

} Solve for Ceffto obtain a closed-form formula

}Single Cefflimitations

} Suitable only for delay calculation

4/11/20219 Electronics Lab, University of Thessaly

Vs



Challengesin stagedelayestimationusingCSMs

} Multiple Ceffvaluesarerequiredto approximateslew

} Ceffper waveformsegment (consideringthe Miller effect)

} Existing gate-interconnect interdependencies

} Driveroutput waveform (and in turn delay/slew) 
depends on Ceffand receiverMiller capacitance

} Interconnect delay/slew, Ceffand Miller capacitance 
both depend on driver output waveform

} Iterativeapproachismandatory

} Closed-form timing metrics are inaccurate for complex RC nets

} They rely on invalid simplistic assumptions

11/4/202110 Electronics Lab, University of Thessaly



Outline

}Introduction

}Problemformulation

}Background

}Proposedapproach

}Experimentalevaluation

}Futuredirections

11/4/202111 Electronics Lab, University of Thessaly



11/4/2021Electronics Lab, University of Thessaly

Proposed ML-enhancediterativemethod
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11/4/2021Electronics Lab, University of Thessaly

} An efficient iterative algorithm

} Handles the net as connected pi-models avoiding 
reduction (extension of TAU 2020 approach[1])

} Exploits both CCS driver and receiver models

} Computes PWLwaveforms considering Ceff&
Miller capacitance in multiple voltage regions

} Computational and memory efficient

} Closed-form Ceff, delay, and slew formulas

} Avoids moments computation

} Fast convergence

} Multithreading and optimizations

[1] D. Garyfallou et al., òGate delay estimation with library compatible 

current source models and effective capacitance,ó IEEE TVLSI, 2021.

Proposed ML-enhancediterativemethod

13



11/4/2021Electronics Lab, University of Thessaly

}Machine Learning correction

} Given:

i.    Characteristics of driver waveform& interconnect

ii.   Initial delay/slew estimates of iterative method

} Correlates the results with SPICE using 
Artificial Neural Networks (ANNs)for both:

} driver and interconnect

} delay and slew

} rise and fall

Proposed ML-enhancediterativemethod
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11/4/2021

Step1: Driveroutput waveformcomputation

15 Electronics Lab, University of Thessaly

Ceff0-10 Ceff10-50 Ceff50-90

0

Ceff0-10 Ceff10-50 Ceff50-90

0.1

0.5

0.9

0.5

0.1

PWL driver output voltage

0.1

0.5

0.9

0

} Get the 4 closer CCS driver output waveforms per Ceff

} Transform to voltagewaveforms
} Either on-the-fly during delay calculation

} only the 1st time we process each waveform

} or before delay calculation(for all cells)

} Multithreaded approach

} Store only the necessary waveform points

} e.g. lower (10%), delay (50%), upper (90%) thresholds

} Interpolate on closer waveforms for each Ceff

} Combine these waveforms to construct the PWL 
driver voltage waveform, and compute delay and slew
} Select (t,v) points based on the corresponding Ceffregion

*1st iteration: 
Each Ceffequals to 
Ctotal(using NLDM)



11/4/2021

Step2: Forwarddelayand multiple slewpropagation

16 Electronics Lab, University of Thessaly

} Forward BFS traversal (driver-to-receivers)

} Compute Elmore delay from driver output
to each nodei using Ceffi instead of Ctotali

where Ὑ is the common resistance of paths πO Ὥand  πO Ὧ

} For each region: Propagate slew of nodei to each 
fanout node jusing the corresponding Ceffj value

where
Vi

Vi Vˇ

Slew propagation



11/4/2021

Step3: Computationof multiple Ceffvalueson receivers

17 Electronics Lab, University of Thessaly

} For each region:

}Getthe 4 closer CCSreceivercapacitances

} Using fixed receiver output load 
and thecorresponding input slew 

} Interpolateon closer values

} ConsideringC1 up todelay (50%) 
threshold and C2past this point 

CCS C1 cap.

CCS C2 cap.

Cpin0-10

Cpin10-50

Cpin50-90
Vˇ



11/4/2021

Step4: BackwardCeffpropagation

18 Electronics Lab, University of Thessaly

} Reverse BFS traversal (receivers-to-driver)

} For each region:Compute Ceffi of node i using
the related slew &Ceffj of each fanout node j

where the shielding factor ὑdepends on slew

and is also computed in multiple regions

Vi
Ceff10-50

Vi



11/4/2021

Iterativealgorithm: Summaryand limitations

Electronics Lab, University of Thessaly

} Limitation:

} Slew/Ceffmetricsassumeinstantaneouscircuit response

} Not valid for complex RC structures of advanced technologies

} Failsto achieveCCS-levelaccuracy(2-3%error againstSPICE)

} Iterate until convergence of the 
multiple driver output Ceffvalues

} Typically within 5 iterations
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11/4/2021

MLcorrectionusingANNs

Electronics Lab, University of Thessaly

} ANN architecture

} Input/features layer

} 1 hidden layer with 25 neurons

} Output layer with 2 outputs (delay/slew)

} Why shallow ANNs

} Universal approximation theorem

} Easy acquisition of statistical data

} Small number of features

} Unreliable predictions

} Feature values out of the range of 
values implied by train/testset

Keep the estimatesof 
the iterative algorithm
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